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Abstract
Memes have proliferated rapidly online in recent
years. Among them, however, hateful memes
pose a significant threat to the well-being of on-
line communities. Therefore, developing auto-
mated systems for the detection and analysis of
hateful memes is crucial to mitigate their adverse
impact; nonetheless, it is an intrinsically diffi-
cult and open problem: memes convey messages
using both images and texts and, hence, require
multimodal reasoning. While previous research
has examined similar problems, they are quite
limited; a holistic approach is lacking, particu-
larly in terms of reasoning about the target enti-
ties. Moreover, there is little analysis that clarifies
why certain entities are more susceptible, and no
suggested measures have been put forth to specif-
ically curb the dissemination of hateful memes.
In this study, we aim to address these issues. Our
contributions can be enumerated as (i) present-
ing a framework to detect and reason about en-
tities targeted by hateful memes; (ii) providing
insight into why certain groups are more suscep-
tible to becoming targets of hateful memes; and
(iii) proposing a specific preventive measure to
curb the spread of hateful memes.

Disclaimer
This paper contains offensive or discriminatory
contents from third parties that may be disturbing
to some readers.

1 Introduction

The pervasive influence of social media platforms
has given rise to a unique and potent form of multi-
modal expression: memes. Embodying ideas, reflec-
tions, or styles transmitted through cultural imitation,
these succinct combinations of images and texts have
become integral to online communication, spreading
rapidly and widely, particularly on social media.

Unfortunately, while have emerged as a novel
means of expressing benign or sarcastic humor,

Figure 1: A sample of hateful memes that contains
both visual and textual information; a ground-truth
reason for the hateful nature is annotated.

memes now suffer from widespread misuse, includ-
ing the propagation of radical hatred and hostility
(Brooke, 2019; Joksimovic et al., 2019; Zannettou
et al., 2018). This misuse, termed “hateful memes,”
targets various groups based on attributes like race,
religion, and gender, causing harm at individual and
societal levels (Williams et al., 2016; Drakett et al.,
2018; Sharma et al., 2022b). Recent reports highlight
a significant surge in the circulation of hateful memes,
contributing to the alarming trend of online hostility,
affecting 41% of American adults (Duggan, 2017).

Every hateful meme contains three main compo-
nents, just like Figure 1 does: target entities, textual
and/or visual messages, and underlying reasons for
the hateful nature. Hence, the imperative, and also
our research focus, lies in these questions: (i) How
to develop an automated system to detect and analyze
the entities targeted by hateful memes? (ii) How to
find the underlying reasons why these entities are more
susceptible to such targeting? (iii) How to formulate
a preventive measure to alleviate the adverse conse-
quences associated with hateful memes and foster the
well-being of online communities?

To operationalize the research questions, we fine-
tuned an encoder-decoder pre-trained language model
(PLM), T5 (Raffel et al., 2023), using the HatReD



dataset (Hee et al., 2023) to detect targeted entities in
a given set of hateful memes and generate reasons for
the hateful nature; this model was assessed with a user
study. We then mapped entities to their corresponding
frequencies of being targeted and extracted the entities
most frequently targeted by normalizing the frequen-
cies, obtaining a rank order of entities. Subsequently,
we conducted a detailed analysis of the word frequen-
cies within the generated reasons associated with the
ranked entities, which is aimed at understanding the
root reasons behind the entities’ likelihood of being
targeted. This comprehensive approach provides in-
sights into the entities most susceptible to being tar-
geted in hateful memes and, combined with our pre-
sented framework, we propose a specific preventive
measure to mitigate the propagation of hateful memes.

2 Related Work

The intricate nature and often cryptic meanings of
memes pose a significant challenge for analysis (Sabat
et al., 2019). Facebook’s “Hateful Memes Chal-
lenge” aimed to classify hateful memes, resulting in
diverse multimodal deep learning approaches (Yang
et al., 2022; Lee et al., 2021; Lippe et al., 2020);
however, these are only binary classifiers inferring
whether a meme is hateful. Studies also contributed
datasets about hateful memes to support model train-
ing (Suryawanshi et al., 2020; Gasparini et al., 2022;
Pramanick et al., 2021a; Sharma et al., 2022b, 2023).

While research has focused on classifying hateful
memes, explaining predictions is crucial (Kiela et al.,
2021). Recent analyses categorized attack types at a
finer granularity (Mathias et al., 2021; Zia et al., 2021)
and inferred targets (Pramanick et al., 2021a; Sharma
et al., 2022b,a; Pramanick et al., 2021b). However,
specifics (e.g., targeted ethnicities) are often over-
looked. Elsherief et al. (2021) (ElSherief et al., 2021)
curated a dataset with implied statements for content
moderator understanding. Hee et al. (2023) intro-
duced HatReD, a multimodal dataset with annotated
contextual reasons (Hee et al., 2023).

There are also previous work done to prevent the
spread of online hatred or cyberbullying (Chaudhary
et al., 2021; Windisch et al., 2021, 2022; Tekiroglu
et al., 2020; Cassidy et al., 2018) that can serve
as valuable references for devising a comprehensive
strategy to curb the rampancy of hateful memes.

3 Entities Detecting and Reasoning

3.1 Dataset

We constructed the HatRed dataset following the in-
structions by Hee et al. (2023) (Hee et al., 2023).
The main idea of this dataset is to address the chal-

lenge of annotating explanations or reasons for hateful
memes by leveraging the Google Web Detect API to
extract web entities, providing annotators with socio-
cultural context from external knowledge bases, such
as Wikipedia1 and Hatebase2, fostering a deeper un-
derstanding of cultural backgrounds and societal prej-
udices through iterative annotation.

Our constructed HatReD dataset comprises 3,304
annotated reasons corresponding to 3,228 hateful
memes. Some memes may have multiple annotated
reasons, as they target multiple entities. The mini-
mum length of explanations is 5, the average expla-
nation length is 13.62, and the maximum length is 31.
A sample of the constructed dataset can be found at
Appendix A. By incorporating annotated ground-truth
reasons, a feature unprecedented in previous datasets,
this dataset enables us to train models for generat-
ing explanations elucidating why a meme should be
deemed hateful. Consequently, we can enhance our
analysis of the associated entities.

3.2 Model Framework

We framed the task of reasoning hateful memes as a
conditional generation task that relies on the meme
content. Specifically, with a dataset containing pairs
of hateful memes and their explanations, our objective
was to learn the generation of a coherent and pertinent
rationale. Formally, given textual information xT and
visual information xV extracted from a hateful meme,
we aimed to generate reasons, denoted as a sequence
of tokens r = r1, . . . , rℓ, where we pad the tokens to
a maximal length ℓ.

Algorithm 1 Cross-Entropy Loss for the Hateful
Memes Reasoning Task

1: L = 0
2: for i = 1 to N do
3: for j = 1 to ℓ do
4: t = log pθ(rij |xTi , xVi , r1i , . . . , r

j
i )

5: L = L− t
6: end for
7: end for
8: return L

Algorithm 1 is the cross-entropy loss function for
the hateful memes reasoning task, where L is the loss,
N is the number of hateful memes in the dataset, ℓ is
the maximum length of the reasons, xTi and xVi are the
textual and visual information of the i-th meme, rij is
the j-th token of the reason for the i-th meme, pθ is
the probability function of the generative model with
parameters θ; overall, pθ(rij |xTi , xVi , r1i , . . . , r

j
i ) is the

1Wikipedia, https://en.wikipedia.org/
2Hatebase, https://hatebase.org/

https://en.wikipedia.org/
https://hatebase.org/


probability of generating the j-th token of the i-th rea-
son, given the textual and visual information of the
i-th meme and the previous tokens of the i-th reason.
It measures the difference between the probability dis-
tribution of the generated reasons and the ground truth
reasons. A lower cross-entropy loss means that the
generated reasons are more similar to the ground truth
reasons.

In the realm of conditional generation tasks, a
prevalent model architecture is the encoder-decoder
PLM. This architecture employs an encoder model
to translate inputs into a sequence of continuous rep-
resentations, subsequently utilized by the decoder to
generate the output sequence. Our idea was to convert
visual information to textual information so that we
could simplify our model to single modality, focus-
ing solely on text. Therefore, we selected T5 (Raffel
et al., 2023) to fine-tune because it has proven its sig-
nificance in similar text-only tasks (Wei et al., 2022;
Pilault et al., 2022; Liu et al., 2021; Hee et al., 2023).

As for data pre-processing, the acquisition of text
information xT involves tokenizing the text overlaying
the meme image. Notably, the distinct input require-
ments of the two encoder-decoder PLM types necessi-
tate varied pre-processing for visual information xV .
To grasp the textual context, we employed ClipCap
(Mokady et al., 2021) to extract the image caption of
the meme, converting visual information into textual
format. Furthermore, we leveraged the Google Vi-
sion Web Entity Detection API and FairFace classifier
(Kärkkäinen and Joo, 2019) to extract the meme’s en-
tities and demographic information, respectively. Ad-
ditionally, inspired by the work on vision-language
PLMs by Hee et al. (Hee et al., 2023), we also im-
plemented a comprehensive pre-processing strategy
using advanced tools and methodologies to our text-
only setup. To extract object regions and bounding
boxes from the meme’s image, we employed Detec-
tron2 (Wu et al., 2019) integrated with bottom-up at-
tention (Anderson et al., 2018).

During the inference stage of our model, we lever-
aged both the meme’s textual information xT and vi-
sual information xV to generate candidate token se-
quences using two decoding strategies. Firstly, the
greedy decoding strategy constructs a sequence by
selecting the most probable token at each time step,
prioritizing immediate probability maximization; sec-
ondly, employing beam search, the model generates
the most likely N token sequences at each time step
and subsequently selects the sequence with the high-
est cumulative probability. The token sequence with
the highest overall score is chosen as the final output.

3.3 Model Evaluation

As previously mentioned in Section 3.2, given the es-
tablished state-of-the-art performance of T5 in simi-
lar text-only tasks, we could bypass automated evalu-
ations, such as N -gram matching, and proceeded di-
rectly to human evaluation.

Similar to the evaluation conducted by Hee et al.
(Hee et al., 2023) on the explanation annotations for
the HatRed dataset, we tasked our participants to rate
the generated reasons with these two subjective met-
rics:

1. Fluency: Evaluate the structural and grammatical
accuracy of the statements using a 5-point Lik-
ert scale. Rate a score of 1 to denote unreadable
statements, and a score of 5 for well-articulated
statements.

2. Relevance: Assess the relevance of the state-
ments using a 5-point Likert scale. Rate a score
of 1 if the statements completely distort the hate-
ful meaning, and a score of 5 if the statements
precisely capture the essence.

Before the evaluation, we recruited 20 student par-
ticipants (10 males, 10 females) with an average age
of 21.76 (σ2 = 1.92). All participants had received
undergraduate or higher education, were capable of
reading English without difficulty, and did not have
any disabilities.

The user study was designed as follows: When a
reason is generated in real-time for a randomly cho-
sen meme from the test set of our constructed HatRed
dataset, the participant is then asked to rate each rea-
son for its Fluency and Relevance. This process loops
for 20 times. You can find the script of our question-
naire at Appendix B.

The result of this user study [t(19) = 0.23, p >
0.05] is reported in Table 1, accepting the null hy-
pothesis that there is no significant difference between
fluency and relevance scores (µfluency = µrelevance).
Both mean ratings were greater than 4, indicating that
the generated reasons are sufficiently credible. There-
fore, we could collect reasons data using the automatic
generation capabilities of our fine-tuned T5 model for
later analysis. Examples of reasons generated with
high and low ratings can be located in Table 2.

Metric Mean Paired-Sample T-Test

Fluency 4.15
t(19) = 0.23, p = 0.82Relevance 4.05

Table 1: Results of the user study.



Meme

Generated
Reason

Mocks Christians who collect money
despite preaching that money is sinful.

Mocks people within the LGBTQ
community their sexual orientations.

Ground
Truth

mocks the christians for collecting money
when they preach the belief that money is

evil.

insults the females by degrading them by
playing on a stereotype that women belong
in the kitchen and should be subservient to

men.

Fluency 5 3
Relevance 5 1

Table 2: Generated reasons for two memes with high and low Fluency and Relevance ratings.

4 Analysis of Targeted Entities

4.1 Data Collection and Preparation
We utilized our fine-tuned T5 model to generate rea-
sons for all memes in the Facebook Hateful Memes
Challenge dataset3 and created a mapping of targeted
entities to their frequencies and generated reasons.

Let E represent the set of targeted entities, F denote
the set of corresponding frequencies, and R signify
the set of generated reasons. The fine-tuned model
provides a mapping M :

M : E → (F,R) (1)

To identify the entities most frequently targeted, we
normalized the frequencies to scale and standardize
numerical values, ensuring that they fall within a con-
sistent and comparable range, and obtained a rank-
ordering denoted by Rank(E); Table 3 shows the top 5
ranks. For the i-th entity, the corresponding Rank(Ei)
can be expressed as:

Rank(Ei) = Normalize(Fi) =
fi∑n
j=1 fj

(2)

Subsequently, we generated word clouds that illus-
trate the frequencies of keywords in the reasons asso-
ciated with the ranked entities. Let W (RE) denote the
word cloud tied to the entity E. Examples of W (RE)
can be found in Figure 2.

3Facebook Hateful Memes Challenge,
https://hatefulmemeschallenge.com/

4.2 Findings

Upon analyzing the Rank(E), we discovered that the
entities with the highest susceptibility tend to cluster
in three domains: race, religion, and politics. Within
the race domain, susceptibility is most pronounced
among Jews, Middle Easterners, African Americans,
and Asians. In the realm of religion, Muslims and
Christians exhibit the highest susceptibility. Concern-
ing politics, susceptibility is notably elevated among
Feminists, Republicans, Democrats, and Communists.
Upon examining W (RE), we summarize that the root
cause of why these entities are more susceptible to

Figure 2: A word cloud of the reasoning keywords
with “East Asians” as the targeted entity.

https://hatefulmemeschallenge.com/


Rank 0.143 0.138 0.101 0.097 0.093

Entity Jews
Middle

Easterners
Muslims Feminists

African
Americans

Table 3: Top 5 detected entities with the highest ranks.

becoming targets of hateful memes lies within these
three domains:

Historical Context: Entity hatred’s roots lie in the
lasting impact of colonialism, slavery, and imperial-
ism, with arbitrary classifications during colonial ex-
pansion setting the stage for enduring biases. For ex-
ample, the transatlantic slave trade and colonial era
(Rawley and Behrendt, 2005) entrenched stereotypes
of inferiority for African descent communities.

Socio-economic Influences: Economic disparities,
limited resource access, and institutionalized discrimi-
nation shape perceptions of certain entities. Historical
redlining in the U.S. created enduring wealth dispar-
ities for African Americans (Thompson and Suarez,
2019), reinforcing stereotypes linking them to poverty
and crime. Discriminatory policies like the 19th-
century Chinese Exclusion Act targeted Chinese in-
dividuals (Chinn, 2016), perpetuating negative stereo-
types and marginalization.

Media Influence: Media, a powerful influencer,
shapes perceptions and reinforces stereotypes for cer-
tain entities. Historical casting practices in Hollywood
confined certain racial groups to stereotypical roles
(Yuen, 2019), contributing to harmful biases and shap-
ing public perceptions.

5 Prevention of Hateful Memes

In recent studies addressing the prevention of online
hatred and cyberbullying, the majority of efforts are
directed toward generating counter-narratives to com-
bat hate speech (Tekiroglu et al., 2020). Addition-
ally, some research conducts a comprehensive eval-
uation of online interventions and their effectiveness
(Windisch et al., 2021, 2022; Chaudhary et al., 2021).
However, there hasn’t been a specifically proposed
measure to effectively reduce the spread of hateful
memes. As mentioned before, unlike text-based hate
speech and verbal cyberbullying, hateful memes are
multimodal. Consequently, conventional measures de-
signed for preventing text-based content prove rela-
tively ineffective in addressing the issue of hateful
memes, hence their continued rampancy.

We could address this issue by utilizing our fine-
tuned T5 model to an automated censoring filter to
mitigate the dissemination of hateful memes. Initially,
a binary classifier, such as the winning models from

the Facebook Hateful Memes Challenge (Zhu, 2020;
Muennighoff, 2020; Velioglu and Rose, 2020), is em-
ployed to ascertain whether a given meme image con-
veys hateful content. Subsequently, in positive cases,
a detailed analysis of the meme is conducted to elu-
cidate the targeted entities and reasons underlying its
hateful nature with our T5 model. This analysis aims
to facilitate a more informed response, encouraging
prompt content modification.

To evaluate the efficacy of the filter, we utilized
Zhu’s binary classifier as outlined in their work (Zhu,
2020) and used the MemeCap dataset (Hwang and
Shwartz, 2023). The MemeCap dataset, originally cre-
ated for meme captioning, encompasses a collection
of both hateful and non-hateful memes. We conducted
this evaluation on the 5,828 meme images in Meme-
Cap; the results yielded a false negative ratio of 0.28%
and a false positive ratio of 13.21%, which is a rather
secure and conservative strategy to prevent the dissem-
ination of hateful memes.

6 Conclusion

We presented a multimodal framework for detecting
and analyzing the entities targeted by hateful memes.
We demonstrated the effectiveness of our framework
in identifying targeted entities and generating the un-
derlying reasons for the hateful nature; then, we pro-
vided insights into the root causal reasons why certain
entities are more susceptible of being targeted. We
also proposed a preventive measure to curb the ram-
pancy of hateful memes using an automated censor-
ing filter. We hope that our work can contribute to
the development of more advanced and comprehen-
sive systems for combating hateful memes and foster-
ing a healthier online environment.

Our framework also has some limitations that need
to be addressed in future work. First, our T5 model
was trained on a relatively small dataset of hateful
memes and their annotated reasons, which may limit
its generalization ability and diversity of outputs. Sec-
ond, our analysis of targeted entities and reasons was
based on word frequencies, which may not capture the
nuances and subtleties of the hateful messages. Third,
our censoring filter relied on a binary classifier that
may not be robust to adversarial attacks or new forms
of hateful memes.
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A Appendix

A sample of the constructed HatRed dataset, where
02169.png is exactly the image shown in Figure 1:

id 2169
img 02169.png
target the asians
reasonings mocks the asians for

their small eyes and hav-
ing to open them bigger
to see better.

race East Asian Male
entity east asian man shorthair

healthy
text to see better, asians

sometimes switch to
fullscreen view

gold hate hateful
gold pc [race]
gold attack [inferiority]
pc [[race], [race], [race]]
attack [[inferiority], [inferior-

ity], [inferiority]]

B Appendix

Each participant was first presented with the current
meme image along with the corresponding ground-
truth reason annotated in the test dataset, then two
questions were asked:

• Q1: How would you rate the Fluency of this gen-
erated reason? From 1 for unreadable to 5 for
well-articulated.

• Q2: How would you rate the Relevance of this
generated reason? From 1 for a complete distor-
tion to 5 for a precise capture of the essence.


