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DocHub: Facilitating Comprehension of Documents via
Structured Sensemaking with Large Language Models

Zhaoxun "Lorenz" Liu
lorenz@cs.toronto.edu
University of Toronto

Toronto, Ontario, Canada

Figure 1: The key user interface components of DocHub (detailed in Section 4.2): 1. DiagramView: holds the visual representation
of the document’s structure through a node-link diagram; 2. Document View: displays the document, allowing for direct
reading and interaction; 3. DeepenableNode: stands for a specific part of the document and supports further interaction via
creating DeepenedNodes; 4. ClassNode: categorizes information within the document, aiding in the hierarchical organization;
5. DeepenedNode: Created from DeepenableNodes, DeepenedNodes allow for in-depth exploration on the contextual topics; 6.
InstantOp: offers immediate, context-sensitive assistance related to selected text within the document; 7. Bookmark System:
enables users to store and easily revisit crucial information; 8. Diagram Toolbar: manipulates the viewport; 9. MiniMap: offers
an overview of the document’s diagram; 10. Document Toolbar: adjusts zoom level and navigates through the document. The
two vertically-arranged buttons in the upper left corner are for restarting and inputting OpenAI API Key.

ABSTRACT
As large language models (LLMs) continue to evolve, they have
achieved widespread popularity for generating responses to a broad
spectrum of user queries. Furthermore, the integration of capabili-
ties such as file uploading and information retrieval in platforms
like ChatGPT, powered by GPT-4, has seen a surge in using LLMs
for document comprehension. Despite these advancements and
needs, a systematic method to enhance document comprehension
through LLMs remains absent, underscoring the urgent need for
a structured approach to support users in navigating and under-
standing complex documents effectively. Therefore, we propose
DocHub, a LLM-based interactive system that (1) identifies and vi-
sualizes crucial data and their interconnections within documents
as node-link diagrams, (2) offers an interactive interface allowing
users to modify these visualizations for tailored insights and to
pose detailed, context-specific queries for deeper understanding,

CSC2524, Winter 2024, University of Toronto
© 2024
This is an independent project for the CSC2524 Winter 2024 course.

and (3) features a non-linear abstraction framework to adeptly han-
dle and streamline the complexity of information presented. Our
within-subject study demonstrates that DocHub significantly en-
hances user comprehension, enabling a deeper and more thorough
understanding of the documents provided.

CCS CONCEPTS
• Human-centered computing→ Human computer interac-
tion (HCI); Interactive systems and tools; Interaction tech-
niques; Empirical studies in HCI .

KEYWORDS
human-AI interaction; structured sensemaking; computer-aided
document reading; large language models; visualization

1 INTRODUCTION
Large language models (LLMs) like ChatGPT have become indis-
pensable for a vast user base by facilitating a transition frommanual
searches to conversational interactions, improving access to and
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comprehension of information [6]. Despite their widespread use for
content creation and information retrieval, current LLM platforms
struggle with complex tasks like document comprehension due to
limitations in context processing, lack of visual data interpretation,
challenges in deep analysis, and linear interaction models, leading
to potential information overload [45].

Guided by the outlined challenges, we designed DocHub, a LLM-
based interactive system, which is meticulously crafted to address
the core issues of document interaction and understanding through
a three-fold approach. (1) It adeptly identifies and visualizes essen-
tial information and the intricate network of relationships within
documents, utilizing node-link diagrams. This visual representation
is designed to overcome the inherent limitations of text-based infor-
mation processing, providing a clear and intuitive overview of doc-
ument contents and their interconnections. (2) DocHub introduces
an interactive platform that empowers users to customize these
visualizations according to their specific needs. This functionality
not only allows for the adjustment of the graphical presentation for
more personalized insights but also enables users to submit detailed,
context-specific queries. (3) To manage the inherent complexity
of dense and information-rich documents, DocHub incorporates a
sophisticated non-linear abstraction framework. This framework
organizes the presented information into various levels of granular-
ity, simplifying the user’s interaction with complex data sets and
enabling a more structured approach to document comprehension.
Through these innovative features, DocHub aims to significantly
enhance the efficacy and efficiency of document reading and com-
prehension, providing a comprehensive solution to the limitations
currently faced by users of existing LLM platforms.

In summary, we contribute:
• DocHub, a LLM-based interactive system that facilitates docu-
ment comprehension through non-linear abstraction, stream-
lining the sensemaking process.

• Externalization of node-link and non-linear sensemaking that
enhances the effectiveness of document comprehension;

• A formative study that uncovered limitations in using a con-
versational interface for complex document comprehension;

• A user study demonstrating that DocHub significantly im-
proves users’ efficiency in comprehending documents.

2 RELATEDWORK
2.1 Sensemaking
In managing complex information, sensemaking involves noting,
curating, and crafting representations like graphs or concept maps
to structure information for better understanding and reflection
[41]. Externalizing information reduces cognitive load and enhances
processing and contemplation of connections at varying abstraction
levels [15, 16]. Sensemaking is inherently nonlinear, blending de-
duction and induction, and requires significant cognitive effort and
time for reflecting on information interconnectedness [7, 20, 21].
Efficient sensemaking is crucial to navigate complex information
landscapes without distractions from using multiple tools [9, 38].

2.2 Graphical Representation of Information
Graphical representations have long been recognized for their abil-
ity to enhance comprehension, memory, and inference, leveraging

human aptitude for visual information processing across various
domains [1, 4, 27–29, 36, 43, 46]. Significant HCI and visualization
research has explored their design, creation, and modification, such
as sketching and annotating, making them ideal for sensemaking
tasks [2, 8, 34, 40]. The advent of advanced NLP technologies has
enabled the automatic generation of diverse graphical content, in-
cluding visualizations [39], 3D scenes [11], animations [24], and
videos [3, 17, 18, 31, 37]. Similarly, the generation of node-link dia-
grams from texts like video transcripts, documents, and social media
enhances the analysis of various data types [12, 22, 25, 33, 47].

The visuo-spatial organization of information addresses the chal-
lenges of managing complex data. This method helps reduce cog-
nitive overload, facilitates problem-solving, and supports the ma-
nipulation of information through spatial reasoning [15, 23, 26, 30,
32, 35, 44, 48]. Early systems like SemNet [19], the Information
Visualizer [10], Workscape [5], and Data Mountain [42] introduced
the concept of 3D spatial layouts for documents. Despite potential
challenges, such as the risk of clutter and occlusion in 3D interfaces,
careful design considerations can mitigate these issues, enhancing
usability [13, 14].

3 FORMATIVE STUDY
3.1 Participants and Procedure
We conducted this study with ChatGPT1 as the LLM platform. We
recruited six participants with varying experiences using ChatGPT,
including two first-time users, two casual users, and two experi-
enced users who use it daily with advanced prompting techniques
and have developed applications using OpenAI’s API. The study
sessions were conducted via Zoom, lasting one hour each, with
participation being voluntary and without financial compensation.

Before starting, participants filled out a pre-task survey to gather
demographic data and their experience with ChatGPT. To ensure
consistency across sessions, we selected an academic paper as the
document for comprehension; academic papers, known for their
complexity, structured format, and depth of expert knowledge,
served as an ideal document type for this study. Participants first
confirmed they had not previously read the chosen paper, then,
They were given a set of questions (e.g. "What research questions
is the paper attempting to address?") to guide their reading. With
30 minutes allocated for the task, participants were required to
understand the paper as thoroughly as possible. Following this,
we conducted interviews to reflect on their experiences, particu-
larly focusing on the challenges of using ChatGPT for organizing
and comprehending information. Participants were also encour-
aged to suggest features that could alleviate the difficulties they
encountered.

3.2 Findings and Discussion
All participants had successfully completed the formative study
and the post hoc interview. We have identified the key Challenges
from the interviews:

C1. Verbose and Unstructured Responses: Participants noted
that responses from ChatGPT often contained excessive detail, mak-
ing it challenging to extract pertinent information quickly. The lack

1ChatGPT by OpenAI: https://chat.openai.com/

2024-04-08 03:52. Page 2 of 1–8.
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of structured responses further complicated the comprehension
process, as users had to sift through dense responses to locate an-
swers or to make sense of different responses, leading to severe
information overload.

C2. Hard to Revisit: The oversimplified linear structure of re-
sponses by ChatGPT significantly restricted users’ ability to engage
in or emerge from previous topics.

C3. Difficulty with Deep Analysis: Despite ChatGPT’s ca-
pacity for generating coherent responses, participants struggled
with its limitations in performing deep, analytical tasks. This was
particularly evident in the context of academic papers where un-
derstanding requires not just comprehension of the text but also
critical analysis and synthesis of complex concepts.

C4. Contextual Limitations:ChatGPT, while adept at handling
individual queries, sometimes struggles with maintaining context
over extended interactions. This can be problematic when attempt-
ing to comprehend documents that require an understanding of
information presented across multiple queries or sections, as the
model might lose track of previous interactions or fail to integrate
information cohesively over a longer dialogue.

4 DOCHUB
4.1 Design Rationale
The design rationale of DocHub is guided by the challenges derived
from the formative study. In response, DocHub adopts a tripartite
design strategy to innovatively address these identified challenges.
We visually mark each rationale with the challenges (C1 - C4) they
are supposed to address.

Enhanced Visual Representation [C1, C2]: DocHub uses dynamic
node-link diagrams to clarify document structures, reducing cogni-
tive load and improving document navigation.

Customizable User Interaction [C3]: DocHub allows users to cus-
tomize visuals for detailed exploration or broader overview, en-
hancing personal engagement and understanding.

Non-linear Information Abstraction [C4]: At its core, DocHub
employs a non-linear framework for easier data navigation, pre-
venting context loss and facilitating a more intuitive exploration of
information.

4.2 User Interface & Features
Dochub consists of two main views: Diagram View (Section 4.2.1)
and Document View (Section 4.2.2). Below, we describe each view,
its features, and how they help address the challenges (C1 - C4).

4.2.1 Diagram View. DocHub supports document interaction with
a diagrammatic interface that organizes texts into node-link dia-
grams, featuring ClassNode, DeepenableNode, and DeepenedNode.
These elements respectively facilitate quick orientation, detailed
examination, and in-depth analysis with AI insights. Additionally,
a contextual zoom feature dynamically adjusts content visibility to
manage information density, enabling seamless navigation between
document overviews and focused analyses.

Node-Link Diagram [C1, C2, C4] is the central of DocHub, where
documents are transformed into node-link diagrams, featuring three
node types: ClassNode, DeepenableNode, and DeepenedNode. Upon
initializing a DocHub session, the system automatically generates

Figure 2: Creating a DeepenedNode from a DeepenableNode.

this diagram, with ClassNode and DeepenableNode as fundamen-
tal components.

ClassNode [C2] categorizes document content into thematic clus-
ters, providing a clear overview for streamlined navigation.

DeepenableNode [C2, C3] is characterized by their titles and as-
sociated content summaries, DeepenableNodes delineate the docu-
ment’s finer details. Serving as conduits for in-depth engagement,
these nodes enable users to interrogate specific sections, thereby
fostering a direct interaction with the document’s substance.

DeepenedNode [C3, C4] can be created by users’ dragging from
DeepenableNodes (Figure 2). This type of node hosts more in-depth
dialogues or analyses with LLMs.

Contextual Zoom [C1, C2] is to manage information density from
LLM responses, smoothly transitioning between thumbnail and de-
tailed views to match user needs. In thumbnail view, only titles of
DeepenableNodes are shown, with DeepenedNodes hidden, facili-
tating easy navigation between document overviews and in-depth
analysis (Figure 3).

4.2.2 Document View. DocHub’s Document View features an In-
teractive Document Viewer for direct engagement with text, an
InstantOp popup for real-time AI-assisted insights, and a compre-
hensive toolbar for visual customization. It also includes a bookmark

Figure 3: Contextual Zoom: the diagram switches between
thumbnail and detailed views based on the zoom level.
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Figure 4: InstantOp usage process: (a) A piece of text is selected; (b) press the button to start in-depth exploration with the LLM;
(c) once the LLM finishes responding, users can choose to add a bookmark.

system for annotating and revisiting significant text segments and
an adjustable layout for personalized interface arrangement.

Interactive Document Viewer [C2] is central to the Document
View functionality, the Interactive Document Viewer displays the
document and enables users to engage directly with the text.

InstantOp [C1, C4] is a popup that provides instant LLM-generated
explanations for selected text, enhancing document comprehension
with real-time, context-specific assistance (Figure 4).

Bookmark System [C2, C3] lets users annotate, save, and search
key document excerpts, streamlining navigation with a centralized
panel for notes and LLM-generated explanations.

4.2.3 Miscellaneous Features. DocHub is also equipped with a va-
riety of features to make it more user-friendly.

Multiple Node Selection enables users to press the left Shift key
and drag the mouse to select and move overlapping nodes together
in the diagram.

Diagram Toolbar is positioned at the left bottom corner. Users
can zoom in and out, fit view, or lock the viewport via the toolbar.

MiniMap is located at the bottom right corner of the Diagram
View, which renders an overview of the diagram and visualizes
where the current viewport is in relation to the rest of the flow.

Document Toolbar is positioned at the document’s top, offering
zoom controls, page navigation, and a download button.

Adjustable Layout is enabled by a draggable splitter, allowing
users to customize the display proportions between the document
and its diagram, enhancing navigation and visualization according
to user preferences.

4.3 Implementation Details
DocHub is developed with the React frontend framework and uti-
lizes React Flow2, an open-source library, for building interactive
node-link diagrams. Our backend leverages two OpenAI models3:
gpt-3.5-turbo and gpt-4-turbo-preview. The GPT-3 model is
to handle typical language tasks, while the GPT-4 model is reserved

2React Flow https://reactflow.dev/
3OpenAI API released models: https://platform.openai.com/docs/models/overview

for processing token-heavy tasks such as document parsing. The in-
tegration with the Retrieval Augmented Generation (RAG) service
by LangChain4 streamlines model interactions, balancing perfor-
mance with cost efficiency in our system.

5 USER STUDY
To evaluate whether DocHub supports effective comprehension of
documents, we conducted a within-subject study. Specifcally, we
aimed to answer the following questions:
• RQ1. Does DocHub facilitate document comprehension?
• RQ2. How do people see DocHub being useful in their
reading tasks?

5.1 Baseline & Setup
5.1.1 Baseline. We chose ChatGPT as our baseline due to its wide-
spread use, support of document parsing, and strong capabilities in
text generation and comprehension, providing an ideal benchmark
for evaluating DocHub’s innovations in document interaction and
comprehension.

5.1.2 Setup. The study was conducted remotely via Zoom with
a new cohort distinct from the Formative Study to eliminate any
bias. The study encompassed three types of complex documents:
academic papers, technical documentation, and legal documents.
Participants were tasked with selecting a designated document
from each category that they had not previously read; the complete
list of designated documents can be found in Appendix A. The
study supervisor was the author of this paper.

5.2 Participants
We recruited 10 participants from a local university, with an average
age of 23.3 (𝜎2 = 2.7). The cohort comprised 4 females and 6 males,
with a diverse range of academic and professional backgrounds,
including physics, mathematics, neuroscience, and engineering. All
participants frequently engage with complex document reading,

4LangChain Retrieval: https://www.langchain.com/retrievals

2024-04-08 03:52. Page 4 of 1–8.
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such as academic papers and technical reports, in their daily activi-
ties. Regarding interactions with LLM platforms like ChatGPT, 6
participants indicated they had extensive experience, 3 had mod-
erate experience, and 1 lacked any experience. This cohort was
responsible for all user study tasks, and as their participation was
voluntary, no financial compensation was made.

5.3 Metrics
5.3.1 Objective Metrics. Throughout the study, we track two objec-
tive metrics: (1) the duration required to comprehend a document
fully; (2) the quantity of concepts or information acquired, as indi-
cated by participants in the post-task survey where they list all the
concepts or information they learned. To ensure accuracy in mea-
suring the concepts explored, two raters independently evaluated
the responses, achieving an inter-rater reliability score of 0.93 on
the Intraclass Correlation Coefficient (ICC) scale (2,1), indicating
a high level of agreement. It’s important to note that switching
between ChatGPT and DocHub was not considered as revisiting
information in this analysis.

5.3.2 Subjective Metrics. In the post-task survey, two subjective
metrics are measured: (1) NASA Task Load Index (NASA-TLX):
participants were asked to fill out the NASA-TLX questionnaire for
both tools (according to the relevance of the NASA-TLX metrics
to this task, we only measure: Mental Demand, Performance, Effort,
Frustration); (2) overall opinions: This metric assesses participants’
overall perspectives regarding whether DocHub helps to address
the challenges posed by the baseline platform (see Section 3.2). We
used responses to the post-study survey and interview as measures.
For example, this included responses to questions asking for their
agreement (1: Strongly Disagree; 5: Strongly Agree) with statements,
such as "DocHub successfully addressed the challenge of Verbose and
Unstructured Responses."

5.4 Procedure
5.4.1 Pre-task Survey. Participants completed a pre-task survey
on demographic information, their familiarity with document com-
prehension, and experience with LLM platforms like ChatGPT,

Figure 5: With DocHub, participants simultaneously exhib-
ited (a) significantly reduced durations for document com-
prehension; (b) a substantial increase in the acquisition of
concepts or information.

ensuring a clear baseline for comparison and analysis. Another cru-
cial purpose is to make sure the participants have no prior reading
experience in the designated document.

5.4.2 Pre-task Exercise. Participants started by freely exploring
DocHub to learn its interface and features, aiming to prepare them
for subsequent tasks. They could also ask for clarifications.

5.4.3 Tasks. The tasks within the user study were designed to
probe DocHub’s effectiveness across a diverse set of complex docu-
ments, including academic papers, technical documentation, and
legal documents. This variety aimed to test DocHub’s adaptability
and efficiency in handling documents of varying complexity and
structure. A within-subject study design was employed, facilitating
a direct comparison between participants’ experiences using both
ChatGPT and DocHub for document comprehension tasks. This
comparative assessment followed an A-B testing format, where:

(1) Initial Allocation: Participants were randomly assigned to begin
with either ChatGPT or DocHub, mitigating initial bias toward
either platform.

(2) Main Tasks: Participants received a document from an unfa-
miliar field and used the currently designated platform to read
and comprehend it at their own pace, without time constraints,
until they felt they had sufficiently grasped the content. This
approach, including assigning documents outside participants’
expertise, aimed to eliminate bias from prior knowledge.

(3) Platform Switch and Rest Period: Participants received a flexible
rest period of at least 15 minutes between platform switches to
mitigate mental fatigue and ensure consistent performance.

(4) Repeat Tasks with New Documents: After the rest period, partic-
ipants switched to the other platform and repeated the Main
Tasks with a new piece of documents analogous in complex-
ity and type to the initial piece. This step ensured that each
participant’s experience with both platforms was based on a
comparable range of content.

(5) Study Conclusion: Upon completion of the Main Tasks across
all three document categories using both platforms, yielding a
total of 3 × 2 = 6 Main Tasks, participants will have concluded
this phase of the study and proceed to the post-task survey.

5.4.4 Post-task Survey. The post-task survey is divided into three
sections: (1) participants’ self-reporting as many concepts or pieces
of information as they have learned; (2) completing the NASA-TLX
questionnaire to evaluate their cognitive load using both platforms;
(3) responding to a questionnaire asking about their overall opinions
regarding DocHub’s capability in address the posed challenges.

5.5 Results
5.5.1 RQ1. Does DocHub facilitate document comprehension? We
answer this research question from two metrics: the duration re-
quired to comprehend a document fully and the quantity of concepts
or information acquired.

For the duration metric, participants using ChatGPT demon-
strated an average comprehension time of 24.16 minutes (M = 24.16,
SD = 3.28), while those utilizing DocHub recorded a reduced aver-
age of 15.73 minutes (M = 15.73, SD = 1.51). The t-test comparing
these two conditions revealed a statistically significant difference,

2024-04-08 03:52. Page 5 of 1–8.
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Figure 6: Participants concurred that DocHub significantly alleviates the challenges associated with comprehending documents
when compared to using ChatGPT.

𝑡 (18) = 7.00, 𝑝 = 1.56 × 10−6 < 0.05, indicating significantly faster
comprehension times with DocHub (see Figure 5).

In terms of the quantity of concepts or information acquired,
participants using ChatGPT reported learning an average of 4.76
concepts (M = 4.76, SD = 1.02). Conversely, DocHub users learned
more, with an average of 7.22 concepts (M = 7.22, SD = 0.76). The
difference in the number of concepts learned was statistically signif-
icant as indicated by the t-test, 𝑡 (18) = 5.82, 𝑝 = 1.63× 10−6 < 0.05,
suggesting a more effective comprehension when using DocHub.
These findings suggest that DocHub enhances the efficiency and
depth of document comprehension.

5.5.2 RQ2. How do people see DocHub being useful in their reading
tasks? We answer this research question by analyzing the NASA-
TLX and overall opinions reported in the post-task survey.

The participants’ overall opinions regarding DocHub is shown in
Figure 6, which demonstrates DocHub’s capability. In assessing cog-
nitive workload through the NASA-TLX scale, the study revealed
distinct differences between ChatGPT and DocHub across various
dimensions (see Figure 7). Participants reported a higher Mental
Demand using ChatGPT (M = 62.70, SD = 14.16) than DocHub (M
= 50.20, SD = 7.03), 𝑡 (18) = 2.37, 𝑝 = 0.029 < 0.05, suggesting that

Figure 7: NASA-TLX subjective workload assessments re-
ported by participants, from which we can tell DocHub pro-
vides a significantly better overall user experience.

DocHub facilitates a less cognitively taxing experience, although the
exact statistical significance remains to be calculated. Conversely, in
terms of Performance, participants felt more effective with DocHub
(M = 79.40, SD = 9.12), 𝑡 (18) = −9.76, 𝑝 = 1.28 × 10−8 < 0.05,
in contrast to their experience with ChatGPT (M = 38.10, SD =
8.81). Effort levels were comparable across both platforms; how-
ever, a marked difference was observed in the Frustration dimen-
sion, with users experiencing less frustration with DocHub (M
= 30.60, SD = 6.34) than with ChatGPT (M = 76.0, SD = 10.58),
𝑡 (18) = 11.03, 𝑝 = 1.91 × 10−9 < 0.05. These findings demonstrate
DocHub’s usefulness in complex document reading.

6 DISCUSSION
The development and evaluation of DocHub highlight its effective-
ness in enhancing document comprehension through structured
sensemaking with LLMs. Our study demonstrates DocHub’s capac-
ity to significantly streamline the comprehension process, reduc-
ing cognitive overload and facilitating a deeper understanding of
complex documents. These achievements resonate with our initial
design rationale, addressing the identified challenges of verbose
responses, difficulty in revisiting content, deep analysis, and contex-
tual limitations inherent in existing LLM platforms like ChatGPT.
The interactive visualization tools and non-linear abstraction frame-
work employed byDocHub not only aid in navigating the intricacies
of documents but also personalize the user experience, catering
to varied user preferences and learning styles. Foreseeable future
work could include integrating support for multimodal documents
like videos, involving the visual and auditory data.

7 CONCLUSION
In this paper, we propose DocHub, a LLM-based interactive sys-
tem that facilitates document comprehension via structured sense-
making. DocHub forecasts an advancement in utilizing LLMs for
document comprehension, marked by its ability to offer a more effi-
cient, user-friendly, and insightful exploration of text. The system’s
innovative approach, leveraging dynamic visualizations and tai-
lored interactions, underscores the potential of integrating AI with
user-centric design principles. As we anticipate future enhance-
ments and broader application scopes, DocHub sets a foundational
step towards revolutionizing the way users interact with and under-
stand complex information, fostering a more intuitive and engaging
learning environment.
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